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Abstract 

We investigated the connectivity of walleye pollock in the Gulf of Alaska (GOA) and linkages to 

the Bering Sea (BS) and Aleutian Island (AL) regions. We used a spatially-explicit Individual-

based model (IBM) coupled to 6 years of a hydrodynamic model that simulates the early life 

history of walleye pollock in the GOA (eggs to age-0 juveniles). The processes modeled included 

growth, movement, mortality, feeding and the bioenergetics component for larvae and juveniles. 

Simulations were set to release particles on the 1st of the month (February to May) in fourteen 

historical spawning areas in the GOA up to the 1st of September each year. Model results 

reproduced the link between the Shelikof Strait spawning area and the Shumagin nursery region 

for March and April spawners, besides other Potential Nursery Areas (PNAs) found in the GOA. 

A prominent finding of this study was the appearance of the BS as important PNAs for several 

GOA spawning grounds, which is supported by a consistent flow into the BS through Unimak 

Pass. The simulations showed the highest density of simulated surviving pollock in the western 

Bering Sea (WBS) region with the lowest coefficients of variation of the whole domain. Three 

spawning sectors were defined, which aggregate multiple spawning areas in the eastern (EGOA), 

central (CGOA) and western Gulf of Alaska (WGOA). A connectivity matrix showed strong 

retention within the CGOA (25.9%) and EGOA (23.8%), but not in the WGOA (7.2%). Within 

the GOA, the highest connectivity is observed from EGOA to CGOA (57.8%) followed by the 

connection from CGOA to WGOA (24.3%). Overall, one of the most prominent connections was 

from WGOA to WBS (62.8%), followed by a connection from CGOA to WBS (29.2%). In 

addition, scenarios of shifting spawning locations and nursery sectors of GOA, BS and AL are 

explored and implications for walleye pollock stock structure hypotheses are discussed. 

1. Introduction



Walleye pollock (Gadus chalcogrammus) is a dominant component of the Gulf of Alaska (GOA) 

ecosystem, but knowledge of the biological and physical mechanisms that create variability in its 

recruitment is incomplete. Peak spawning at the major spawning areas in GOA occurs at different 

times. Adult walleye pollock are known to spawn from late March to early April at the 

southwestern end of Shelikof Strait, between Kodiak Island and mainland Alaska (Kendall et al., 

1987; Schumacher and Kendall, 1991). Eggs are fertilized at depths between 150 and 200 m, and 

hatch after a period of about two weeks (Yoklavich and Bailey, 1990). These larvae rise to the 

upper 50 m of the water column and drift in prevailing currents for the next several weeks (late 

April through mid-May) (Yoklavich and Bailey, 1990). Larger larvae undergo diel migrations 

between 15 and 50 m (Kendall et al., 1994). Currents transport larvae southwest along the Alaska 

Peninsula (Fig.1), or offshore along the shoreward edge of the Shelikof sea valley southwest of 

Shelikof Strait (Yoklavich and Bailey, 1990; Hinckley et al., 2001). By mid-summer, many of the 

survivors (juvenile stage) have been advected to the Shumagin Islands, about 300 km southwest 

of the Shelikof spawning site (Hinckley et al., 1991). The prevailing hypothesis is that Shelikof 

Strait is the primary spawning area, and that the Shumagin Islands provide the main nursery area 

in the GOA (Hinckley et al., 2001). Another apparent spawning peak occurs between February 15 

to March 1 in the Shumagin Islands area and surrounding areas, (Dorn et al., 2012). These 

secondary walleye pollock spawning areas have been observed in the GOA during acoustic 

surveys. The shelf break near Chirikof Island, the Shumagin area, Sanak Gully, Morzhovoi Bay 

and Marmot Bay (Fig. 1) satisfy the criterion of appearing in the acoustic surveys at least three 

times to be considered secondary spawning regions (Dorn et al., 2014). In addition, egg 

distribution data from ichthyoplankton surveys conducted by the Alaska Fisheries Science Center 

(AFSC, Ciannelli et al., 2007) have shown non-Shelikof spawning locations (Unimak Pass, 

Semidis and Shumagin Islands, Fig.1; Ciannelli et al., 2007). However, the role of these non-

Shelikof spawning areas and their contribution to the GOA pollock stock remains uncertain. 

GOA walleye pollock is currently managed as a single stock, independent of Bering Sea (BS) and 

Aleutian Islands (AL) walleye pollock. Within the GOA, there is evidence that distinguish (e.g. 

allozyme frequency and mtDNA) the Shelikof Strait spawning population from spawning 

populations in the northern GOA (Prince William Sound and Middleton Island), although some 

interannual genetic variability has been observed (Olsen et al., 2002). Despite this variability, 

evidence provided from the assessment of the stock structure following the template developed by 

the North Pacific Fishery Management Council) stock structure working group (Dorn et al., 2012) 

supports treating pollock in the eastern portion of the GOA separately from pollock in the central 

and western portions. Separation of walleye pollock in the GOA from those in the Eastern Bering 

Sea (EBS) is based on studies of larval drift from spawning locations (Bailey et al., 1997) and 

genetic studies based on allozyme frequencies (Grant and Utter 1980; Olsen et al. 2002), mtDNA 

variability (Mulligan et al., 1992; Shields and Gust 1995; Kim et al., 2000), and microsatellite 

allele variability (O’Reilly et al., 2004). Dorn et al. (2012) claim that results supporting the 

current separation of walleye pollock stocks in the GOA are equivocal, since the data used for the 

larval transport study (Bailey et al., 1997) did not encompass the entire range of the GOA, and 

genetic analyses have not provided definitive results on the separation or mixing of population 

components. However, examining how distributions of fish evolve between adult spawning 

locations and juvenile retention areas, may contribute to the understanding of early stage growth 

and survival, the connection between spawning and nursery areas, and population structure. 

Population connectivity is inherently a coupled bio-physical research topic, involving physical 

processes such as jets, eddies, meanders, fronts, tides, island wakes and lateral intrusions (Cowen 



and Spounagle, 2009). However, physical processes alone do not determine connectivity, because 

larval behavior such as vertical migration also plays a relevant role (Cowen et al., 2002). A 

connectivity matrix describes the spatial distribution of settlement destinations or nursery grounds 

of individuals that originate from a given source, as well as the links between both regions 

(Largier, 2003). The quantification of the probability of larvae reaching nursery areas, through 

transport, given specific spawning grounds determines the strength of the connectivity. Almost all 

fish have planktonic life stages that can spend days, weeks, or months drifting, eating, and 

growing in the pelagic zone (Gaines et al., 2007). Scales of dispersal can vary by more than six 

orders of magnitude, ranging from meters to hundreds of kilometers (Cowen et al., 2000; Gaines 

et al., 2007; Pineda et al., 2007). In regions with complex circulation patterns, trajectories of 

individual fish may differ widely, resulting in a wide range of exposures to environmental 

variables such as temperature, salinity, and to predator and prey interactions, resulting in variable 

growth and survival among individual larvae.  

Connectivity can be estimated by tracking individuals (Largier, 2003). However, there are non-

trivial logistic and operational constraints when tracking small aquatic organisms over hundreds 

of kilometers (Willis et al., 2003; Sale et al., 2005).  Computer simulation models have therefore 

been used to increase the understanding of the kinematics of early life stages of several fish 

species, but the dispersal, survival, and connectivity between spawning and nursery areas remains 

unresolved for many marine populations (Beck et al., 2001; Cowen et al., 2007). Lagrangian-

based, spatially-explicit Individual-Based Models (IBMs) can be used to track individuals from 

their release at spawning sites to nursery areas, and have been used in connectivity studies (e.g. 

Werner et al., 2001, North et al., 2009). Previous IBM models have explored the early life history 

of walleye pollock in the GOA (Hinckley et al., 1996; Hinckley et al., 2001; Megrey and 

Hinckley, 2001) by studying the impact of physical and biological factors on location timing of 

spawning for this species, and recruitment variability and the resulting spatial distributions. 

In this study we used a spatially-explicit IBM – hydrodynamic coupled model to reveal early life 

stage (i.e. egg to age-0 juvenile) walleye pollock trajectories between spawning areas within the 

GOA and nursery areas in the GOA, BS, and AL region. The primary objective was to determine 

the relative importance of spawning times and locations to surviving age-0 walleye pollock 

juveniles in nursery areas during the fall of each year.  In addition, scenarios of connectivity 

between spawning locations and recruitment of GOA, BS, and Al populations and implication for 

walleye pollock stock structure hypotheses are discussed. 

2. Methods

The modeling approach consisted of the development of a biophysical model in which the 

Regional Ocean Modeling System (ROMS) is coupled with a modified version of the IBM for 

walleye pollock developed by Hinckley et al (1996) and Megrey and Hinckley (2001). The details 

of the biological model configuration and additions are briefly summarized in section 2.3.  

We coupled ROMS outputs to a young walleye pollock IBM, modified from Hinckley et al. 

(2008).  The hydrodynamic model produced daily averaged output consisting of salinity and 

temperature fields, and 3D velocities.  These physical variables were used to drive the IBM model 

over the same years (1978, 1982, 1988, 1992, 1999, 2001) . The IBM operates on the same spatial 

grid as the hydrodynamic model (see below). 



2.1 Hydrodynamic model configuration 

The hydrodynamic model used in this work is the fourth generation of the Northeast Pacific 

model (NEP4) previously described by Curchitser et al. (2005), Hermann et al. (2009 a,b), and 

Cooper et al. (2013).  This model has been used to examine the drift and transport of a variety of 

North Pacific marine species including Greenland halibut (Duffy-Anderson et al., 2013). It is 

based on the ROMS (Shchepetkin and McWilliams, 2005; Haidvogel et al., 2008) coupled with a 

sea ice component (Danielson et al., 2011).  Tidal dynamics are not included in this version of the 

NEP model; hence tidally-forced mixing on the shelves and in the Aleutian passes is not resolved. 

The model domain spans 20°N to 71°N and extends approximately 2,250km offshore from the 

North American coast. The horizontal resolution is ~10km resulting in 212x572 grid points. There 

are 42 vertical levels (s-coordinate), refined for tighter spacing near the surface; these span the 

instantaneous thickness of water column from the sea floor to the sea surface. 

The baroclinic Rossby radius in the GOA and the BS is generally smaller than 20 km (e.g. 

Chelton et al. 1998). The 10 km spatial grid and lack of tidal mixing in this modeling study are 

both expected to limit the resolution and/or strength of some flow features (e.g. tidal residuals, 

shelf-break fronts, and mesoscale eddies smaller than ~50 km), and hence to underestimate the 

full value of larval dispersal. Despite these limitations, we note that: 1) recent global modeling 

studies at ~10 km resolution without tides have still achieved very realistic results for features 

such as sea ice in the BS (e.g. Li et al. 2015a,b); and 2) a model sensitivity study of the GOA 

(Hermann et al., 2002) found that tidal information exerted a significant influence on sub-tidal 

scalar and velocity structure only in specific shallow areas, where the tides (and tidal mixing) are 

strongest. Methods used to explicitly assess our regional model’s ability to hindcast observed 

velocities and the years selected from the hidrodynamic model are described in section 2.2. 

A multi-decadal (1958–2004) simulation of currents and temperatures was conducted by E. 

Curchitser and K. Hedstrom (pers. comm.). Oceanic surface boundary conditions were derived 

from a hindcast simulation using the Community Climate System Model (CCSM; Collins et al., 

2006) version of the Parallel Ocean Program (POP; Smith and Gent, 2002). Daily surface forcing 

functions (at 2°×2° resolution) were obtained from the Common Ocean-Ice Reference 

Experiments of Large and Yeager (2004, 2008, at 

http://data1.gfdl.noaa.gov/nomads/forms/mom4/COREv2.html), which consists of 6-hourly 

winds, air temperatures, sea level pressure and specific humidity, daily short-wave and 

downwelling long-wave radiation, and precipitation. Surface fluxes of heat and momentum were 

calculated from the atmospheric data using bulk formulae (Fairall et al., 1996), which include the 

instantaneous model sea surface temperature (SST). Freshwater runoff was applied at the coast 

based on spatially distributed runoff time series (T. Royer, pers. comm.) and USGS data. The 

oceanic surface boundary layer is computed using the K-profile parameterization (Large et al., 

1994). The geographical northern boundary has a sink term that enforces a 0.8 Sv northward 

transport through the Bering Strait (Roach et al., 1995).  Daily averages of modeled fields at 10 

km resolution were archived for use in our analyses. The use of CORE atmospheric forcing 

excludes finer-scale atmospheric phenomena, such as those produced by local orography, in the 

GOA. Past sensitivity experiments using measured oceanic flux through Shelikof Strait 

demonstrated how increasing the resolution of the forcing winds was of limited consequence, as 

compared to the effect of increasing the resolution of the oceanic model itself (Hermann et al., 

2009a). That is, many of the finer-scale ocean phenomena (e.g. observed daily flux through that 

narrow strait) are still reproduced adequately with the 2°×2° resolution CORE atmospheric 

forcing, provided the oceanic model resolution is sufficiently fine. As demonstrated below, the 



use of CORE winds was adequate to capture flows through Unimak Pass, a major element of this 

study. 

2.2 Hydrodynamic model scenarios and performance 

Six runs of the hydrodynamic model were selected to be coupled with the modified IBM as 

indicated above.. The selection of years encompassed three years before (1978, 1982, 1988) and 

three years after (1992, 1999, 2001) the shift in control of recruitment dynamics of walleye 

pollock in the GOA characterized by an increase of juvenile pollock mortality due to a gradual 

build-up of groundfish predators during the mid- and late-1980s (Bailey, 2000). An IBM was run 

independently of the ROMS.  Details of the physical model simulations and the assessment of the 

model’s ability to reproduce observed variability and their impact in the northeast Pacific can be 

found in Curchitser et al. (2005). In addition, in this study we add some specific analysis focused 

in the GOA and BS to strengthen the validation within the domain of interest. Drifter data were 

used to explore the hydrodynamic model performance. Starting in 1986, the Alaska Fisheries 

Science Center (AFSC, NOAA) and Pacific Marine Environmental Laboratory (PMEL) have 

deployed numerous (~200) free-floating satellite-tracked Lagrangian drifters in the North Pacific 

Ocean and the BS. These are drogued at 25 to 40 m depth 

(http://www.ecofoci.noaa.gov/drifters/efoci_driftersIntro.shtml) to avoid the effect of wind on 

drifter movements.  Our basic methodology for use of drifter data is similar to that described in 

Stabeno and Reed (1994). Data were readily available for years 1986-2006; hourly changes in 

drifter position were used to calculate the local velocity. Climatological average velocities were 

then derived from the drifter measurements. Model climatology was derived using 1986-2004 

results of the CORE-forced hindcast. Both model and drifter data from May 15 – Oct 15 of each 

year were binned using the same, regular 0.5° x 0.5° latitude-longitude grid. From the data, only 

those bins with a total of at least 200 hourly drifter observations were retained for comparison 

(note that this can be from a single drifter over 200 hours or many drifters over shorter periods). 

Further, only those locations shallower than 200 m were compared; observations were too sparse 

beyond the shelf break to obtain stable mean values at the 0.5°x 0.5° resolution, due to 

intermittent shelf-break eddies in both model and data. Finally, using bins containing both model 

and data estimates, the correlation of modeled vs. observed climatological velocities was 

calculated separately for u and v. This approach (validation of climatological currents using bins 

larger than the ROMS grid itself) is intended to demonstrate the overall performance of the NEP4 

model, averaged over many synoptic-scale events (storms and eddies), and covering a broad area. 

Pointwise validation of closely related NEP3 and NEP5 simulations has been conducted using sea 

surface height data (Hermann et al., 2009a), as well as moored current meters and temperature 

profiles (Hermann et al., 2013). 

Besides model performance and model coupling, the hydrodynamic model output was used to 

study current patterns and transport along the domain. Some focus was put on exploring the 

current patterns between the GOA and BS through Unimak Pass in order to understand the 

connection and seasonality of the flow between both systems. Therefore, monthly mean values of 

the flow intensity and direction between the GOA and BS were examined. Velocities at 40 m 

depth were extracted from the NEP4 output, spatially averaged across Unimak Pass, and time-

averaged by month for this purpose. 

2.3. Individual-based model, parameters, and mechanisms 

The IBM considers four life stages between spawning and the juvenile stage: the egg stage, the 

yolk-sac larval stage, the feeding larval stage, and the age-0 juvenile stage (Hinckley et al., 1996; 



Megrey and Hinckley, 2001).  Modeled processes such as growth, movement, mortality, feeding 

rate of larvae and bioenergetics are based on a wide variety of field and laboratory observations 

on this population. Egg development was driven by age and temperature (Blood et al., 1994). 

Growth of yolk-sac larvae depends on degree days, and a feeding probability is calculated to 

determine when larvae enter the feeding stage. The growth of feeding larvae depends on 

consumption estimated as a function of individual weight and temperature (Hinckley et al., 1996) 

and a bioenergetic model based on assimilation efficiency (Houde, 1989) and daily respiration 

rate (Yamashita and Bailey, 1989). A feeding model was also developed for juvenile pollock. 

This model was based on field data showing prey preference depending on juvenile walleye 

pollock size (M. Wilson, AFSC, Seattle, pers. comm), with an increasing shift to euphausids from 

copepods as juvenile fish grew. Prey availability was assumed to be constant (except where 

estimates were available, see below), but proportions of each type (small and large copepods, 

euphausids) in each area were based on historical data (M. Wilson, AFSC, Seattle, pers. comm., 

NPRB Project 308 Final Report). In the inner shelf areas, the density of euphausids, small 

copepods, and large copepods were higher (1.17838, 486.2773, 66.66362 number m
-3

). In the mid

and outer shelf and slope areas, prey densities started low (number of euphausids, small and large 

copepods were 0.294595, 121.56933, 16.665905 number m-3) up to Day of the Year (DOY) 120 

and then increased up to DOY 160 (mid-June) to the values for the inner shelf; based on Nitrogen 

Phytoplankton Zooplankton model output for several years (Hinckley, 1999). Prey was set to 0 at 

depths >1000m (i.e. off the continental shelf). Prey consumption of juveniles was estimated using 

a model based on Bevelhimer and Adams (1993), Stockwell and Johnson (1997), and Stockwell 

and Johnson (1999). A bioenergetic model for juveniles was implemented based on Ciannelli et 

al. (1998). The digestion model implemented was based on Elliot and Pearson (1978) and uses 

evacuation rates for juvenile pollock (Merati and Brodeur, 1996; Mazur et al. 2007). The vertical 

position algorithm is stage-dependent as in Hinckley et al. (1996). Egg terminal velocity was 

calculated based on Sundby (1983). Yolk-sac larvae stay at hatching depth until first-feeding. 

Feeding larvae rise to the upper water column. At 6 mm larvae  begin a type-II vertical migration 

(morning descent and evening ascent) with swimming speeds dependent on larval lengths. 

Vertical movement of juveniles is based on the calculation of a vertical mean velocity that 

depended on juvenile length (Hurst, 2007). A correlated random walk algorithm was added to 

simulate horizontal movement of juveniles (Kareiva and Shigesada, 1983). This algorithm 

develops a procedure to simulate movement paths as a sequence of straight lines in which juvenile 

displacement depended on size class. The position of the juvenile at each time step depended on 

the position in the previous time step, the length of the juvenile and the turning angle at each time 

step. Eggs, yolk-sac larvae, feeding larvae, and juveniles survival is a decreasing exponential 

function dependent on the instantaneous daily mortality rate at each stage (Hinckley et al., this 

issue). Groundfish predation on 0-age juveniles was added to the juvenile subroutine. Predation 

index was based on 8 years of groundfish predation data (K. Aydin, Alaska Fisheries Science 

Center, Seattle, WA, pers. Comm.). The predation index in a given year was estimated based on 

the consumption rate of a given predator, the estimated total biomas of the predator, and the 

proportion of young pollock in the diet of the predators. (Holsman and Aydin, 2015). The 

assumption was that the mean predation rate of 0.3 day-1 was adjusted to the mean index value 

and used for years when no data were available. A superindividual scheme (Scheffer et al., 1995; 

Megrey and Hinckley, 2001; Bartsch and Coombs, 2004) was added. This approach uses realistic 

mortality rates in IBMs by increasing the number of individuals represented by each point or float 

(i.e. superindividual) without greatly increasing computational times. Each particle is a 

superindividual that experiences mortality as the particles are tracked in time and space (Scheffer 

et al., 1995; Megrey and Hinckley, 2001). In addition, other function added was the UNESCO 



equation for the estimation of seawater density based on salinity and temperature. This  replaced 

the previous salinity linear function (Hinckley et al., 1996). This results in a generic model that 

more accurately captures seasonal changes in density. Model details and additions can be found in 

Hinckley et al. (this issue). 

2.4 Spawning simulation conditions and nursery locations 

Six years of the hydrodynamic model were used to accommodate interannual variability (i.e. pre 

and post shift in the recuritment control dynamics of pollock, cold/warm, El Niño/La Niña years) 

in the IBM (3 years pre and 3 years post shift) analysis to have sufficient simulation scenarios to 

test the spawning conditions, infer Potential Nursery Areas (PNAs), and assess retention and 

connectivity indices. The model domain was subdivided into 45 areas according to bathymetry 

and topography (islands, sounds, passes, bays, straits) to define initial spawning regions for 

walleye pollock, and to identify PNAs (Fig. 1). Fourteen initial areas for particle release were 

selected in the Eastern (ECOA), Central (CGOA), and Western Gulf of Alaska (WGOA) (white 

circles, Fig.1), which covered the bulk of known pollock spawning areas in the GOA (Table 1). 

These areas were inferred from historical data (Kendall et al., 1996; Matarese et al., 2003, Bailey 

et al., 2005), surveys of pollock egg distribution (EcoFOCI ichthyoplankton database), acoustic 

surveys of pollock biomass, and biological information associated with stomach contents and 

forage fish (Rodrigues et al., 2006). Given that temporal and spatial coverage of pollock egg data 

varied among sampling years, a historical distribution of eggs was used to define spawning 

grounds. This spatial distribution is consistent with the temporal integration of the recent early life 

retrospective analysis (fortnightly egg walleye pollock distribution) by Doyle et al., (this issue). 

Eggs  were released on the 1st of each of 4 months (Feb, Mar, Apr, May) in fourteen areas (5000 

in each) identified as potential spawning areas. The value of the superindividual of each egg 

released was proportional to the egg production estimates from the stock assessments for pollock 

(Dorn et al., 2005). A series of simulations based on life stage specific submodels where 

performed with varying spawning locations and timing, and years of the simulation to examine 

potential spatio-temporal variability in the simulated number of surviving juveniles from 

spawning locations. PNAs are defined as the areas of accumulation of age-0 juvenile that contain 

survivors at the end of the simulation. Simulated PNAs were compared with the regions where 

juveniles have been sampled in FOCI surveys or during NMFS acoustic surveys of the walleye 

pollock biomass (Table 1). In addition, the spatial distribution of the PNAs (mean surviving 

juvenile pollock) and the coefficient of variation (ratio of the standard deviation to the mean) 

were calculated to identify regions of high and low variability. Virtual individuals were tracked 

through space and time using a Java-based float tracking application (Lett et al., 2008) that uses 

ROMS output to compute movements. At each time step the biological submodels are resolved 

and individual biological properties are updated (stage, length, survival state, depth, individual 

vertical and horizontal velocities, horizontal position), which determine the estimates of 

individual movement. These diverge considerable from passive drifters and affect the calculation 

of retention and connectivity indices. 

2.5 Retention and Connectivity matrices 

Retention and connectivity indices were calculated at the end of the simulation. Retention was 

defined as the proportion of eggs released in a particular spawning area that on the 1
st
 of

September was still in the same area. Connectivity is the dynamic interaction between 

geographically separated spawning and nursery areas via the combined effect of individual 

movement and currents on transport. Connectivity matrices are built based on the proportions of  

0-age juveniles found on September 1st in a specific nursery area that come from each spawning



ground. Given the complexity of the connectivity matrices and varying factors, the connectivity 

matrices among 45 PNAs were aggregated, after the simulation, into broader ‘sectors’ (Fig.1) to 

simplify the model output interpretation. Note that lumping spawning areas before the model 

simulations would result in a loss in spatial resolution impacting transport patterns, connectivity, 

retention and subsequent interpretations. To summarize connectivity patterns, results were 

aggregated by three spawning sectors (EGOA, CGOA and WGOA) and eight nursery sectors 

(EGOA, CGOA, WGOA, AL, EBS, WBS, Arctic (AR) and the GOA Basin (BAS)).  

3. Results and discussion

3.1 Hydrodynamic model performance

Model runs from ROMS NEP4 were analyzed and compared with velocities inferred from drift

data. Specifically, modeled currents integrated between 15 May and 15 of October for the

modeled years (1986 to 2004) were compared with Eulerian velocities generated through the

spatial discretization of satellite drifter data released in the GOA and BS for the same period (Fig.

2). Although model and data do not have the same coverage, the data partially cover the CGOA,

WGOA, BS Middle (Areas 30, 34 and 38; Fig. 1) and Outer (Areas 31, 35 and 39; Fig.1)

domains. Overall, the intensity and the direction of the modeled currents are consistent with the

intensity and direction of the observed currents. A scatterplot comparing measured and modeled u

and v velocities shows good agreement between simulated and observed velocity components

(Fig.3) with coefficients of determination (R
2
) of 0.5 for the u-component and 0.63 for the v

component. Detailed evaluation of the hydrodynamic model used in this study is presented in

Curchitser et al. (2010), Danielson et al. (2011), and Cheng et al. (2014). The consensus was that

sea ice cover was generally well represented in the model for the Bering Sea, and model kinetic

energy was similar to empirical observations at frequencies lower than three days and at tidal

frequencies. Sampled transects from model output showed that the model reproduced seasonal

water column transitions from a well-mixed shelf regime, to a highly stratified two-layer system

during the summer at the mid-shelf. The near-shore remained well mixed throughout the year in

the empirical data and in the model results, with energy for mixing supplied from both wind and

tide forcing. In addition, characteristic oceanographic features of the GOA and the BS (Stabeno

and Reed, 1994; Stabeno et al. 2004) are observed in the modeled time-averaged velocities

(March through September) for the years of the simulation (Fig.A1 appendix). Modeled velocities

on the shelf exhibit a southwest current along the Alaska Peninsula toward the AL. Low current

intensities (<0.04 m/s) are observed in Cook Inlet, Prince William Sound, north, south and west of

Kodiak Island, in bays along the Alaska Peninsula, and in the Shumagin Islands region (Fig.1).

Eddies are produced beyond the shelf break in the Alaskan Stream (e.g. note deformation of the

Alaskan Stream around an eddy at 57°N, 150°W in Fig. A1(a) appendix). A consistent flow into

the BS through Unimak Pass and other Aleutian passes is showed in the simulations (Fig.A1

appendix).  The average monthly flow through Unimak Pass calculated for the first 40 m showed

a consistent flow from the GOA through Unimak Pass to the BS in all years of the simulation

(Fig.4). The climatological mean over all simulation years shows that the flow through Unimak

Pass to the BS intensifies from September to January of the following year, decaying toward

August. However, interannual variability is high. The speeds and seasonal pattern correspond to

the measurements of Stabeno et al. (2002). The modeled flow between March and September

from the CGOA and towards the AL is consistent with that observed in binned, time-integrated

velocities. Potential limitations of this model compared to other recent ocean model

configurations (Dobbins et al., 2009; Coyle et al., 2012; Gibson et al., 2013) have been raised by

Hinckley et al. (this issue).



3.2 Biophysical model performance and known nursery areas in GOA 

The coupled biophysical IBM was used to examine connections between potential spawning and 

nursery areas, and how the relative strength of these connections varied over the spawning season. 

Historically, the majority of pollock spawning in the GOA occurred from mid-March to early 

May in Shelikof Strait (Fig. 1, Kendall et al., 1987; Schumacher and Kendall, 1991), with peak 

spawning at the start of April in the deepest part of Shelikof Strait. After spawning, eggs and 

larvae are advected southwest by the Alaska Coastal Current along the Alaska Peninsula and 

arrive in the Shumagin Islands 8 to 10 weeks later. Eggs and larvae may also be advected into the 

Alaskan Stream, where they can be lost from the population (Bailey et al., 1999). The Shumagin 

Islands region has traditionally been considered the nursery area that ensures the success of the 

population in the GOA (Hinckley et al., 1991, Wilson et al., 1996). Our results showed a high 

mean density of surviving (simulated) juvenile pollock (integrated over years) occurring primarily 

in the Shumagin Islands area (Fig.5a corresponding to areas 17 and 18; see Fig.1) which 

presented the lowest coefficient of variation (Fig.5b). In addition, model results confirmed a 

strong link between the Shelikof Strait spawning area and the Shumagin nursery region with 40-

45% connectivity for March spawners and 45-50% for April spawners (Fig.A2 appendix). Model 

simulations demonstrated that destinations of surviving age-0 walleye pollock agreed with the 

observed nursery area, which extends from the Semidi Islands to Unimak Pass (Brodeur and 

Wilson, 1996; Wilson et al., 1996; Wilson, 2000). Additional observations of juveniles near the 

coast of the Alaska Peninsula inshore of Shumagin Island (Hinckley et al., 1991; Brodeur et al., 

1995; Wilson et al., 1996; Hinckley et al., this issue) support this claim. Other simulated PNAs 

included the Semidi Islands (SemI), coastal Aleutian Islands (UI and UIof) and northeast of 

Kodiak Island (Oc, Kin and KIS) (Fig.5a), which are consistent with known or suspected nursery 

regions described in the literature (Table 1). Supporting evidence for the importance of the Semidi 

Islands as a juvenile walleye pollock nursery area is derived from a spatial bioenergetics model 

for the western GOA, which indicated that habitat conducive to juvenile walleye pollock growth 

was located along the eastern edge of Semidi Bank, in the vicinity of Castle Cape, Kupreanof 

Point, and south-west of Sutwik Island (Fig.1, Mazur et al., 2007). Fish spawned in the North 

Kodiak area were transported to the southwest GOA, to the BS, and to the AL regions. A 

potential caveat to this result is that juvenile fish found in bays around northern and eastern 

Kodiak Island (Wilson et al., 1996) may have been spawned on the continental shelf near Kodiak 

Island, and may exhibit behavior and directed swimming not modeled in the IBM. The ROMS, 

which uses a 10 km grid, does not accurately resolve flow into and out of coastal bays. 

Consequently, we cannot determine the use of coastal bays as nursery areas at this time. Statistical 

evaluation of the ability of the walleye pollock biophysical model to reproduce observed 

distributions of early larvae and juvenile walleye pollock (Hinckley et al., this issue) increases the 

credibility of using IBMs to understand pollock early life history. 

3.3 Model projections: Retention and connectivity in GOA and links to BS and surrounding areas 

In our simulation the most prominent GOA PNAs were to a large extent characterized by a high 

retention level. The maximum mean retention of age-0 juvenile walleye pollock, integrated 

through time by September 1
st
, was 0.28 in the Shumagin Islands Inner area (SIin). This was

followed by Prince William Sound Inner area (PWSin) and Outer Cook Inlet (OC) area with 

retention proportions of 0.22 (Fig. 6a). Eggs spawned in February had the lowest proportion of 

retention, while those spawned in May had the highest retention with the exception of SIin where 

the highest retention is reached in April (Fig. 6b). This is consistent with what has been observed 

and hypothesized about pollock larvae. Several retention mechanisms have been proposed in 

GOA:  larvae after spawning can be transported onshore, trapped in meanders of weaker or 



reversed flow or entrained in eddies (Bailey et al., 1995; Bailey et al., 1997; Bograd et al., 1994; 

Hinckley et al., 1991; Shumacher and Kendall, 1991; Shumacher et al., 1993). These mechanisms 

can increase larval residence time and retention, and lessen their chances to be advected offshore. 

In addition, in the model, retention is a function of physical forcing, the ability to self-locomote, 

as well as, the temperature that affect development and growth of early stages and the timing on 

reaching self movement. Therefore, high retention will be factored for all these processes 

together. Concerning connectivity, an interesting finding of this study was that the BS can be an 

important nursery area for several spawning grounds located in the GOA. The simulations 

showed the highest density of surviving pollock (simulated, Fig. 5a) in the outer domain of the 

WBS (areas 31, Fig.1) followed by the western regions of WBS (areas 32 and 36; Fig.1). From 

these PNAs, the lowest coefficients of variation were associated with the outer domain of the 

WBS (Fig. 5b), except for area 31 (BSSo) and the eastern portion of area 32 (BSSb; Fig.1). 

Monthly variability of spawning affected survival, with transport into the BSSb area (the highest 

density of surviving pollock; Fig.7) increasing among eggs released up to April and then 

decreasing in May. Transport to the BSSo area increased for spawning occurring from February 

to May, while the opposite pattern was observed in BSCm and BSCb (Fig.7). Simulated walleye 

pollock spawned during February in the Shumagin Islands were transported to the BS, with few 

retained in this region (Shumagin Islands, Fig. A2 appendix). There is evidence that walleye 

pollock spawning locations have shifted in recent years, and additional spawning areas (Unimak 

Pass, Semidi and Shumagin Islands) have been described (Ciannelli et al., 2007). As an example, 

recent acoustic surveys have observed concentrations of spawning fish in the Shumagin Islands 

(Dorn et al., 2013). Little is known about the fate of walleye pollock spawned in this region (Dorn 

et al., 2013). Our model showed that the average transport through Unimak Pass (~0.5 Sv), the 

mechanism linking the GOA and BS, is consistent with values found in Stabeno et al. (2002), 

leading to the conclusion that it is unlikely that the physical model overestimated flow to the BS. 

Other studies also support this mechanism of connection between the GOA and BS (Gibson et al., 

2013). The analysis of the connectivity matrix integrated by sectors showed strong retention 

within the GOA. High retention is observed in the CGOA (25.9%) and EGOA (23.8%), while the 

WGOA showed only 7.2% retention (Table 2). Within the GOA, the highest connectivity is 

observed from the EGOA to the CGOA (57.8%) followed by the connection from the CGOA to 

the WGOA (24.3%). Overall, the most prominent connections were the ones found between 

sectors in the GOA and the BS, such as the connectivity from the WGOA to the WBS (62.8%) 

and from the CGOA to the WBS (29.2%, Table 2). Based on these spawning and nursery 

connectivity matrices, four hypothetical spawning scenarios for the GOA were built to better 

understand the contribution of different spawning scenarios to PNAs, and the connectivity to 

regions out of the GOA (Fig.8): 

Scenario A: Spawning occurs in the EGOA sector (Fig.8, upper left). Under this scenario, close to 

93% of eggs spawned in EGOA stays in the GOA, with the remainder transported to the BS (3%) 

and the AL (4%). 

Scenario B: Spawning occurs in CGOA sector (Fig.8, upper right). Only 50% of eggs spawned in 

the CGOA stay in the GOA, with moderate retention in the CGOA. The remaining survivors have 

nursery grounds in the BS (35%), in the AL (12%) and in the BAS (3%). 

Scenario C: Spawning occurs in WGOA sector (Fig. 8, lower left). Only 7% of eggs spawned in 

the WGOA stays in the GOA. The majority of eggs end up in nursery grounds in the BS (81%), 

some in the AL (7%), and a small percentage in the AR (2%). 

Scenario D: All spawning sectors combined. The overall mean connectivity from the model 

predicts that 40% of surviving juveniles spawned in the GOA are exported to the BS (mainly to 



WBS and secondarily to EBS, see Table 2) and 50% are retained in the GOA (mainly in the 

CGOA and secondarily in the WGOA). The remaining juveniles are exported to the AL (7.5%), 

the AR (0.5), and the BAS (2%). 

Our results of modeled scenarios A (only EGOA) and B (only CGOA) suggest that spawning in 

the EGOA and CGOA sectors promote retention of juveniles in the GOA. Scenario C (only 

WGOA) is the one that showed the strongest connectivity with the BS (EBS and WBS). Scenarios 

B, C and D (all spawning combined) suggest that GOA spawning success and transport rates may 

be influencing walleye pollock recruitment in the BS, especially in cases when spawning occurs 

in the WGOA, a sector that is highly connected to the WBS and secondarily to the EBS. It is 

important to note that recruitment will depend on the relative sizes of the spawning biomass in the 

EBS, AL and GOA. Various possible outcomes can occur when larvae and juvenile are 

transported to the BS. If surviving GOA juveniles in the BS develop, grow, and recruit to the BS 

fishery, then transport of individuals to the BS influences walleye pollock cohort strength in both 

the GOA and the BS. The impact of this emigration may not be large on the BS walleye pollock 

population as the BS pollock stock is an order of magnitude larger than the GOA stock. Survival 

rates of GOA pollock in the BS may also be low, given that juvenile pollock in the BS (age-1’s 

and 2’s) tend to be observed in waters of the northern BS (i.e., west of 170°, (Honkalehto et al., 

2013). BS walleye pollock originating in the GOA would have to run the gauntlet of cannibalistic 

pollock and increasing numbers of arrowtooth flounder (Atheresthes stomias) that are found in the 

GOA and in the southern half of the Bering Sea (Turnock et al., 2005). There is also the 

possibility that GOA walleye pollock juveniles that initially settled in the BS may return to the 

GOA as pre-recruits or adult fish. At the current state, the IBM only simulates egg through age-0 

juvenile life history stages. Despite GOA spawned pollock transported to ay may stay  in the B, 

there is uncertainty whether that fish will two years later  recruit to the commercial fishery.  

Mixing of pollock larvae spawned in the GOA and BS might occur particularly over the Middle 

and Outer Domains of the BS continental shelf, although the influx would be extremely low 

relative to larvae of BS origin (Batchelder et al., 2010). Our simulation results showed strong 

connections between the WGOA and BS, which are supported by other studies that have 

suggested that eggs and larvae may be advected into the BS through Unimak Pass, a potential 

conduit for exchange between the GOA and the BS (Lanksbury et al., 2007; Duffy-Anderson et 

al., in press). This might suggest a metapopulation structure for pollock in Alaska. In contrast, 

studies indicate genetic differentiation among pollock in the GOA and BS. However, genetic 

differences appear between broad regions, but resolution between adjacent stocks is lacking 

(Bailey et al., 1999), and the boundaries between regional stocks are poorly defined (Grant el at., 

2010). A shift in pollock spawning locations to the WGOA sector such as Unimak Pass, Semidi 

and Shumagin Islands (which is strongly connected with the BS in the model), have been recently 

described (Ciannelli et al., 2007). Genetic differences between populations, prompted under the 

response of subpopulation contraction-expansion to environmental variability (Grant et al., 2010) 

and/or spawning shifts, do not accumulate on small spatial and temporal scales. Although 

speculative, larval drift mechanisms operating in the recently described shifted spawning areas in 

the WGOA might lead to incipient homogenization of the stock in the GOA-BS boundary, at a 

scale at which genetics are not sensitive yet. Future studies should incorporate realistic initial 

spawning conditions such as Doyle et al. (this issue), and explore interannual variability in 

spawning location on connectivity. Understanding the effects of this variability on transfers 

between spawning and nursery areas would provide insight to local and metapopulation 



dynamics, community structure, and genetic diversity (Hastings and Harrison, 1994), and can be 

used to evaluate and design resource management strategies. 
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Figure captions 

Figure 1. Map of the names of the areas used to set the spawning and nursery areas in eastern 

(EGOA), central (CGOA) and western the Gulf of Alaska (WGOA), the Aleutians (AL), the 

western (WBS) and eastern Bering Sea (EBS), the Arctic (AR) and the Basin (BAS) sectors. The 

spawning grounds corresponded (white circle) to the areas: 2: Inner Cook Inlet (InC), 3: Prince 

William Sound Inner (PWSin), 5: Outer Cook Inlet (OC), 6: Seward Inner (Sin), 8: Shelikof Strait 

North (SSN), 9: Kodiak Island North (KIN), 11: Shelikof Strait Exit (SSE), 12: Kodiak Island 

South (KIS), 14: Sutwik (Sut), 15: Semidi Islands (SemI), 17: Shumagin Islands Inner (SIin), 18: 

Shumagin Islands Outer (SIo), 20: Unimak Pass (UP), 21: Unimak Pass Outer (UPo). The 

potential nursery areas explored with the model were the same as the spawning areas (above) plus 

the following areas: 0: South East Alaska (SEA), 1: Yakutat (Yak), 4: Prince William Sound 

Outer (PWSo), 7: Seward Offshore (So), 10: Kodiak Island North Offshore (KINof), 13: Kodiak 

Island South Offshore (KISof), 16: Semidi Islands Offshore (SemIo), 19: Shumagin Islands 

Offshore (Siof), 22: Unimak Pass Offshore (UPof), 23: Unalaska Island (UI), 24: Unalaska Island 

offshore (UIof), 25: Chagulak Island (CI), 26: Adak (Ad), 27: Cobra Dane (CD), 28: Offshore 

(Off), 29: Bering Sea South Inner domain (BSSin), 30: Bering Sea South Middle domain (BSSm), 

31: Bering Sea South Outer domain (BSSo), 32: Bering Sea South Basin (BSSb), 33: Bering Sea 

Central Inner domain (BSCin), 34: Bering Sea Central Middle domain (BSCm), 35: Bering Sea 

Central Outer domain (BSCo), 36: Bering Sea Central Basin (BSCb), 37: Bering Sea North Inner 

domain (BSNin), 38: Bering Sea North Middle domain (BSNm), 39: Bering Sea North Outer 

domain (BSNo), 40: Bering Sea North Basin (BSNb), 41: Arctic Inner domain (Arin), 42: Arctic 

Middle domain (Arm), 43: Arctic Outer domain (Aro), and 44: Arctic Basin (Arb) 

Figure 2. Comparison of modeled Eulerian velocities (black) and observations from satellite-

tracked Lagrangian drifters (red) deployed by the Alaska Fisheries Science Center (AFSC, 

NOAA) and the Pacific Marine Environmental Laboratory (PMEL). 

Figure 3. Scatter plot between modeled and measured u (crosses) and v (circles) velocity 

component of the current. 

Figure 4. The mean flow through Unimak Pass calculated at 40 m depth by month in the 

simulation years (dots). Positive values indicate flow through Unimak Pass to Bering Sea (Gulf of 

Alaska).  

Figure 5. Contour map of modeled juvenile a) mean and b) coefficient of variation of densities on 

day of the year 215 showing potential nursery areas through the whole domain. 

Figure 6. Retention of juvenile age-0 walleye pollock in each spawning area. a) Proportion of 

juvenile age-0 pollock retained in spawning areas where released, over all simulations. b) 

Proportion of juvenile age-0 pollock retained in spawning areas where released, by month of 

release (1
st
 February, 1

st
 March, 1

st
 April, 1

st
 May).

Figure 7. Proportion of age-0 juveniles that were alive at the end of the simulation (September 1
st
)

by nursery area. The bars represent the month of release of the eggs.  

Figure 8. Conceptual model of connectivity within the Gulf of Alaska (GOA) and between the 

GOA, the AL and BS based on potential spawning scenarios: Scenario A: only EGOA spawning 



sector, Scenario B: only CGOA spawning sector, Scenario C: only WGOA spawning sector, and 

Scenario D: All spawning sectors combined. 

Figure A1. Time-averaged modeled velocities (March through September) for the years a) 1978, 

b) 1982, c) 1988, d) 1992, e) 1999 and f) 2001. Speeds are shaded (m/s); normalized vectors

indicate the direction.

Figure A2. Connectivity matrix showing proportion of age-0 juveniles that are found on 

September 1st in a specific nursery area for eggs released in a) February, b) March, c) April, and 

d) May.
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